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Abstract. We describe our latest Magnetic Doppler Imaging (MDI) code capable of simultaneously reconstructing
the magnetic field vector and chemical composition distribution over the stellar surface. Input data consists of
polarization measurements in the line profiles and the reconstruction is performed by solving the regularized inverse
problem. The code incorporates the latest developments in the radiative transfer, the optimization and parallel
computing techniques. We have also developed a new regularization method that allows application of our MDI
code to incomplete data sets (e.g. only intensity and circular polarization) by restricting possible configurations
of the field. Numerical experiments to be presented in a forthcoming paper demonstrate what can be achieved
with MDI and allow studying of systematic errors that can cause serious distortions of the maps.
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1. Introduction

The study of stellar magnetic fields plays a very impor-
tant role in our understanding of star formation and evolu-
tion linking the photosphere to stellar interiors and to the
circumstellar medium. The reliable determination of field
geometries for a statistically significant number of objects
will serve as a crucial test for existing and future stellar
models. In particular, the accurate knowledge of the stellar
fields is very important for constructing realistic models
of star formation and evolution, field generation, physics
of the circumstellar medium etc.

The main observational technique for detecting mag-
netic fields – measurements of polarization of radiation
– is quickly maturing. Both broad-band linear polarime-
try and spectropolarimetry have been perfected to the
level where a polarization of 10−3 can be reliably de-
tected (Semel et al. 1993) and the new generation of solar
polarimeters have achieved an accuracy of 10−5 (Stenflo
et al. 2001). Modelling field geometry even for larger polar-
ization levels is a challenge since many different field con-
figurations may result in identical polarization signatures.
One promising technique is Doppler Imaging (DI). The
idea of DI originally suggested by Deutsch (1958) has been
developed into a powerful tool for mapping abundance dis-
tributions on chemically peculiar stars (e.g. Goncharsky
et al. 1982). The method allows extraction of the spatial
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information from rotational modulation of spectral line
profiles. The name Doppler Imaging was coined by Steven
Vogt and collaborators who were the first to apply it to
the mapping of active regions in late-type stars (Vogt
et al. 1987). DI has been successfully extended to multi-
element mapping of CP stars and to eclipsing binary sys-
tems. Modelling the magnetic field is considerably more
demanding: the observations are influenced not only by
the field strength, but also by its orientation relative to
the line-of-sight which changes as the star rotates. In this
paper we present our new magnetic Doppler Imaging code
INVERS10 capable of reconstructing the field vector distri-
bution and one additional scalar parameter map of the
stellar surface. It was logical to apply this code first to
magnetic CP stars where fields are strong and globally or-
ganized, and a wealth of observational data already exists.

In the following sections we describe the solution of
the radiative transfer for four Stokes parameters, regular-
ization for magnetic DI, minimization algorithm and the
implementation of the parallel calculations in INVERS10.

2. Magnetic Doppler Imaging

MDI follows the general path of the conventional Doppler
Imaging technique (e.g. Piskunov et al. 1990): we search
for an optimal fit of synthetic spectra to the sequence of
observational data by adjusting the surface distribution
of free parameter(s). Free parameters for MDI include the
vector map of the magnetic field and, keeping in mind the
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application to magnetic CP stars, the abundance distri-
bution of one chemical element. The observational data
consist of a time series of polarization spectra (Stokes I,
Q, U and V parameters) covering all rotational phases as
evenly as possible.

Mathematically MDI is a least-squares minimization
problem:

Ψ =
∑
φλ

ωIφλ

[
Icomp
φλ (B, Z)− Iobs

φλ

]2
+
∑
φλ

ωQφλ

[
Qcomp
φλ (B, Z)−Qobs

φλ

]2
(1)

+
∑
φλ

ωUφλ

[
U comp
φλ (B, Z)− Uobs

φλ

]2
+
∑
φλ

ωVφλ

[
V comp
φλ (B, Z)− V obs

φλ

]2
+ Λ ·R(B, Z)→ min

where I, Q, U and V are Stokes parameters characteriz-
ing polarization status of radiation. They depend on the
magnetic field B and abundance distribution Z. Weights
ω reflect the relative quality of the data. As in the case
of conventional Doppler Imaging, MDI is generally an ill-
posed problem which is solved with the help of regular-
ization (see e.g. Tikhonov 1977) and the corresponding
regularization function R scaled by the regularization pa-
rameter Λ is included in minimization.

Generally, ill-posed problems may be divided in two
groups: those with unique and those with multiple solu-
tions. The corresponding role of regularization is different:
in the first case it only prevents the numerical procedure
from leaving the convergence region due to incompleteness
of the data, in the second case it restricts the multitude
of solutions with a plausible subset effectively replacing
the problem with a well-behaved one. It is important that
such regularization would be based on a physical model
for the problem.

It is not proven that even conventional DI belongs to
the first group, but extensive numerical experiments car-
ried out by several researchers show that solutions con-
verge to the true ones with improved quality and quantity
of observations except for degenerate cases (e.g. pole-on or
equator-on observations). We see similar behaviour for the
case of MDI when a full set of Stokes parameters is used
suggesting that MDI may have a unique solution. For the
case of I and V observations the problem clearly has no
unique solution. Such a situation may arise from the fact
that (a) the same I and V can correspond to two different
field vectors in the same point on the stellar surface or
that (b) two different field distributions result in identical
Stokes parameters. Keeping in mind the fact that we have
a time series of observations it is easy to show that the
first situation can only occur in the degenerate case of i =
90◦. Indeed, I and V are sensitive to the field strength
and field component oriented along the line-of-sight.
For a given surface point with longitude φ and latitude

Fig. 1. Two different field distributions resulting in identical
time series of I and V . In both cases the field vectors are lo-
cated along the two latitudes ±10◦. Top panel: field vectors are
parallel to the equatorial plane. Bottom panel: vectors are par-
allel to the rotational axis. In both cases no time variation is
expected and the integration along the lines of constant radial
velocities (forming lines parallel to the rotational axis for rigid
rotator) results in zero circular polarization. Note, that linear
polarization measurements will easily distinguish between the
two cases.

θ (see also Fig. 6) and field defined in the local coordi-
nate system by {Br,Bρ,Bη} – radial, meridional and az-
imuthal components, the line-of-sight component of the
field will be:

Bz = −Bη sinφ cos i
−Bρ(cos θ sin i+ sin θ cos i cosφ)
−Br(sin θ sin i+ cos θ cos i cosφ).

A degenerate time series means that at least two sets of
Br,Bρ,Bη will satisfy this equation for any φ. Let us
take three specific longitudes φ = 0◦, 30◦ and 60◦, then the
matrix of the resulting system of linear equations (ignoring
the sign) will be:

0 cos θ sin i+ sin θ cos i sin θ sin i− cos θ cos i
1
2 cos i cos θ sin i+

√
3

2 sin θ cos i sin θ sin i−
√

3
2 cos θ cos i√

3
2 cos i cos θ sin i+ 1

2 sin θ cos i sin θ sin i− 1
2 cos θ cos i.
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In order to have multiple solutions the determinant must
be equal to zero which is only possible if cos i = 0. In other
words, if we could spatially resolve the stellar surface, time
series of circular polarization spectra would be sufficient
to reconstruct the 3D structure of the field! Unfortunately,
one can easily produce examples of different field distri-
butions resulting in nearly identical (on the level of 10−5)
time series of I and V (one of them is shown in Fig. 1) and
therefore special, a more restrictive regularization function
is required (see Sect. 2.7).

The calculations of the synthetic Stokes parameters
consist of the integration of the equation of polarized ra-
diative transfer followed by the disk integration taking
into account rotational Doppler shifts. We will consider
those two important steps in more detail in the following
sections.

2.1. Synthetic Stokes profiles

The synthetic Stokes parameters I, Q, U and V are com-
puted by integrating local Stokes vectors at the nodes of a
selected surface grid. Often in conventional DI the calcu-
lation of the local line profiles is replaced by interpolation
in a pre-computed table (see e.g. Piskunov & Rice 1993).
Unfortunately, such an approach cannot be used with MDI
as the accurate interpolation of a Stokes vector for a large
number of free parameters at each grid point (four in our
case) and field-dependent wavelength shifts of the Zeeman
components requires a table of unrealistic size. Instead,
the equation of magnetic radiative transfer must be solved
on-the-fly making the radiative transfer solver (RTS) the
core of any MDI code. Such an RTS must be sufficiently
accurate to represent the wavelength dependent Stokes
parameters radiated from each element on the stellar disk
and fast enough to handle large numbers of wavelengths,
surface elements and rotational phases involved in MDI.

The polarization status of radiation is fully character-
ized by the Stokes vector I = {I,Q,U, V }†. Following
the definitions for polarization components given by Rees
(1989) we can write the equation of radiative transfer in
the magnetic case as a system of four ordinary differential
equations for Stokes vector:

dI
dz

= −KI + J (2)

where the absorption matrix K and the emission vector J
are given by:

K = kc1l +
∑
lines

kline
0 Φline (3)

J = kcSce0 +
∑
lines

kline
0 SlineΦlinee0. (4)

Here 1l is a 4×4 identity matrix, e0 = {1, 0, 0, 0}†, and kc

and Sc are the continuum opacity and source function.
The line opacity consists of a sum of the line absorption
matrices Φ multiplied by the line center opacity kline

0 for

all contributing lines. We assume an unpolarized contin-
uum and LTE throughout the rest of the paper. The po-
larization of the continuum is irrelevant for an MDI code
as it contains little information about surface structures
and in all non-degenerate magnetic stars it is small com-
pared to magnetic polarization in spectral lines. For now
we also treat line scattering as absorption although the
implementation of line scattering is straightforward. The
NLTE effects are more difficult to include when dealing
with complex blends (although there are several NLTE
RTS codes for non-magnetic and even magnetic cases),
but here we prefer to restrict ourselves to lines formed
in LTE which allows us to set the source functions equal
to the Planck function Bλ(T ) and express the emission
vector as:

Jλ = kcBλ(T )e0 +Bλ(T )
∑
lines

kline
0 Φlinee0. (5)

Finally we can write the expressions for the absorption
matrix Φ:

Φ =


φI φQ φU φV
φQ φI ψV −ψU
φU −ψV φI ψQ
φV ψU −ψQ φI

 (6)

where:

φI = 1/2(φp sin2 γ + 1/2(φr + φb)(1 + cos2 γ))
φQ = 1/2(φp − 1/2(φr + φb)) sin2 γ cos 2χ
φU = 1/2(φp − 1/2(φr + φb)) sin2 γ sin 2χ
φV = 1/2(φr − φb) cos γ (7)
ψQ = 1/2(ψp − 1/2(ψr + ψb)) sin2 γ cos 2χ
ψU = 1/2(ψp − 1/2(ψr + ψb)) sin2 γ sin 2χ
ψV = 1/2(ψr − ψb) cos γ.

The angles γ and χ determine the orientation of the field
vector in the observer reference frame as shown in Fig. 2.
The φ’s and the ψ’s in the absorption matrix (6) de-
scribe the absorption and anomalous dispersion profiles.
For a given transition with magnetic quantum numbers of
Zeeman states Mlower and Mupper we denote the type of
transition allowed by the selection rule as:

∆M = Mupper −Mlower =

 +1 ≡ b
0 ≡ p
−1 ≡ r

· (8)

In a moderate magnetic field (<106 Gauss) assuming LS
coupling a level with quantum numbers L, S and J splits
into 2J + 1 states with M = −J, ..., 0, ..., +J and with
Landé factors:

g =
3
2

+
S(S + 1)− L(L+ 1)

2J(J + 1)
· (9)

For a permitted transition between two Zeeman states the
wavelength shift relative to the line center is:

∆λ =
eλ2

0|B|
4πmc2

(glowerMlower − gupperMupper) . (10)
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Fig. 2. The orientation of the magnetic field vector in the ob-
server reference frame (Z points towards the observer) is de-
fined by the angles γ and χ. γ is measured from Z to the field
vector: 0◦ ≤ γ ≤ 180◦. χ is measured in the image plane from
the X-axis counter-clockwise.

For similar Landé factors of the upper and lower level a
red shift corresponds to positive ∆M which explains the
convention introduced in (8).

The absorption profiles of π and σ± components:

φb =
∑
b

AbH(a, v −∆λb/4λDop)

φp =
∑
p

ApH(a, v −∆λp/4λDop) (11)

φr =
∑
r

ArH(a, v −∆λr/4λDop)

and their anomalous dispersion profiles:

ψb = 2
∑
b

AbF (a, v −∆λb/4λDop)

ψp = 2
∑
p

ApF (a, v −∆λp/4λDop) (12)

ψr = 2
∑
r

ArF (a, v −∆λr/4λDop)

are well described (in most cases) by the Voigt and
Faraday-Voigt functions:

H(a, v) =
a

π

∫ +∞

−∞

e−y
2

(v − y)2 + a2
dy (13)

F (a, v) =
1

2π

∫ +∞

−∞

(v − y)e−y
2

(v − y)2 + a2
dy. (14)

Humĺıček (1982) provides a fast and accurate approxi-
mation for both functions (note that the imaginary part

of his approximation corresponds to 2F , rather than F ).
The normalization of individual Zeeman components is
done separately for b, p and r so that:

∑
Ab =

∑
Ap =∑

Ar = 1. The Voigt parameters a and v are the
Lorentzian line width and the offset from the line center
expressed in units of Doppler width:

a =
ΓRad + ΓStark + Γvan der Waals

4π∆νDop
(15)

v = (λ− λ0)/4λDop. (16)

In order to solve the RT Eq. (2) for a given location on
the stellar surface we need to:

– compute the Voigt a and v from Eqs. (15) and (16),
– compute Voigt and Faraday-Voigt functions for each

Stokes component,
– compute φ’s and ψ’s using Eqs. (11) and (12),
– compute the continuous opacity coefficient,
– compute the absorption matrix Φ from Eqs. (6) and

(7) for each contributing spectral line and add them
together to form the absorption matrixK and the emis-
sion vector J ,

throughout the atmosphere. We will not discuss here the
calculations of the damping parameters for the case where
they are not directly available from a line database like,
e.g. VALD (Piskunov et al. 1995), or the calculations of
different continuous opacities because INVERS10 inherited
these parts from our non-magnetic spectral synthesis code
SYNTH (Piskunov 1992).

Once the absorption matrix and the emission vector
are prepared we are ready to solve the equation of ra-
diative transfer (2) for each visible surface element us-
ing an adaptive wavelength grid. We start by computing
Stokes vectors for the center of each Zeeman component
and refine the grid until linear interpolation provides the
required accuracy.

One of the first codes, capable of solving numeri-
cally polarized radiative transfer equation, was created
by Landi Degl’Innocenti (1976), but the Runge-Kutta in-
tegrator used there is too slow for our purpose. Instead
we have considered three types of more efficient RTS for
INVERS10: Feautrier, Diagonal Element Lambda Operator
(DELO) and Hermitian methods.

2.2. Feautrier RTS

The Feautrier method is well established as the most sta-
ble and fast long characteristic RTS for the non-magnetic
case. Therefore, it was logical to extend it to the case with
a magnetic field. Such an algorithm was first formulated
by Auer et al. (1977) (AHH). Here we repeat basic math
from the seminal AHH paper to help us compare the dif-
ferent RTS.

As in the conventional (non-magnetic) case the inten-
sity is split into two flows: I+ for radiation propagating
towards the surface of the star and I− for radiation di-
rected inwards. Next, after introducing the two new vari-
ables P = (I+ + I−)/2 and R = (I+− I−)/2 the equation



740 N. Piskunov and O. Kochukhov: Doppler Imaging of stellar magnetic fields. I.

of radiative transfer is replaced by a second order differ-
ential equation for P .

The same principle is generalized to the magnetic case
as following. Let I+ be the Stokes vector characterizing
the radiation propagating out of the atmosphere while I−

corresponds to the radiation in the opposite direction.
Note that for I− we also have to switch the b and the r
Stokes components as the definition of the left and right
circular polarization is direction dependent (e.g. Rees &
Murphy 1987). The switch of direction corresponds to the
change of angles to 180◦−γ and to −χ. Therefore, the line
absorption matrix for I+ is related to the matrix for I−:

Φ+ =


φI φQ φU φV
φQ φI ψV −ψU
φU −ψV φI ψQ
φV ψU −ψQ φI


(17)

Φ− =


φI φQ −φU φV
φQ φI −ψV −ψU
−φU ψV φI −ψQ
φV ψU ψQ φI

 .

This follows from Eqs. (6) and (7) and from the fact
that the Voigt function (Eq. (13)) is symmetric while the
Faraday-Voigt function is anti-symmetric (Eq. (14)), lead-
ing to an additional sign change for all ψ− but not for φ−.
Now we note that Φ− can be made identical to Φ+ if we
define I− as {I,Q,−U, V }†. For the new definition of the
radiation flows we can write two identical radiative trans-
fer equations:

±dI±

dz
= −KI± + J (18)

and after adding and subtracting them and introducing
the Feautrier variables P = (I+ + I−)/2 and R = (I+ −
I−)/2 we get the familiar equations:

dP
dz

= −KR (19)

dR
dz

= −KP + J . (20)

We combine them into a single 2nd order equation for P :

d
dz

(
K−1 dP

dz

)
= KP − J . (21)

Boundary conditions are set on both ends of the integra-
tion path:

K−1 dP
dz

= −P at the surface,

K−1 dP
dz

= P − I+ at maximum z.

We follow Auer et al. (1977) in using a Taylor expansion
to improve the approximation at the inner boundary:

I+ =
(
Bλ −K−1 dBλ

dz

)
e0. (22)

At this point, we note that we can easily switch from the
simple geometrical depth scale along the line-of-sight z
to the depth scale perpendicular to the surface z′ by in-
troducing µ – the cosine of the angle between z and z′.
Furthermore, model atmospheres (e.g. Kurucz grid) are
often computed on a scale of column mass rather than
geometrical depth. We can convert to this scale by re-
placing kc and kline

0 computed per unit of length, with
opacities computed per unit of mass and substituting ρdz′

with −dm.

µ2 d
dm

(
K−1 dP

dm

)
=KP − J

K−1 dP
dm

=−P |m0 (23)

K−1 dP
dm

=P − e0

(
Bλ −K−1 dBλ

dm

)∣∣∣∣
mN

.

On a discrete grid the Eqs. (23) can be represented with
finite differences. For depth points i = 0, 1, ... , N − 1 we
define the quantities:

δi = (mi+1 −mi)/µ and ∆i =
1
2
(
K−1
i+1 +K−1

i

)
δi. (24)

Then
B1 −C1 . . . 0 0
−A1 B2 . . . 0 0

0 −A2 . . . 0 0
. . . . . . . . . . . .
0 0 . . . BN−1 −CN−1

0 0 . . .−AN−1 BN

 ·

P 1

P 2

P 3

. . .
PN−1

PN

 =


D1

D2

D3

. . .
DN−1

DN


where Ai, Bi and Ci are 4×4 matrices, and Di and P i are
4 element vectors. The first and the last row are given by
the boundary conditions:

B1 = ∆1/δ1 + 1l/δ1 +K1

C1 = ∆1/δ1 (25)

D1 = J1

AN = ∆N−1 −
1
2

1l

BN = ∆N−1 +
1
2

1l

DN =
1
2

(BλN +BλN−1) e0 +

∆N−1 (BλN −BλN−1) e0

while the second order equation couples 3 diagonals:

Ai = 2∆i−1/(δi + δi−1)
Ci = 2∆i/(δi + δi−1) (26)
Bi = Ai + Ci +Ki.

The right hand side for the intermediate rows is simply
the emission vector J i given by Eq. (5). We note that the
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whole set of equations (25)–(26) is a block tri-diagonal lin-
ear system that can be solved with a conventional forward
and backward elimination procedure. First, we get rid of
the lower diagonal elements (A’s):

C′1 = B−1
1 C1

D′1 = B−1
1 D1

C′i =
(
Bi −Ai−1C′i−1

)−1 Ci (27)

D′i =
(
Bi −Ai−1C′i−1

)−1 (
Di +Ai−1D

′
i−1

)
and then perform the back substitution to obtain vec-
tors P :

PN = D′N (28)

P i = D′i + C′iP i+1.

The emerging Stokes vector I|z=0 = I+|z=0 = 2P 1.
The method is accurate and efficient as in the non-

magnetic case but requires two matrix inversions per
depth point and at least one of them needs pivoting to
avoid numerical instability while solving the block tri-
diagonal system in the case of strong lines and a sub-
stantial field (Piskunov 1999).

The Feautrier method gives accurate results even
on a rather sparse grid. This is particularly useful in
the case where grid refinement is difficult (e.g. multi-
dimensional RT) or when we are interested to know the
accurate radiation field throughout the whole atmosphere.
Spectral synthesis of polarized radiation in INVERS10 only
requires the knowledge of the emergent Stokes parameters
along the rays directed towards the observer, therefore we
also consider short characteristic methods.

2.3. DELO RTS

The Diagonal Element Lambda Iteration method has been
suggested by Rees et al. (1989) who noted that the absorp-
tion matrix K is dominated by the main diagonal which
consists of identical elements for each spectral line. Let us
consider first a case of an isolated line. Then the diago-
nal elements of K given by the Eq. (6) are kc + kline

0 φI .
Introducing a modified absorption matrix and the emis-
sion vector:

K′ = K/ktot − 1l (29)
S′ = J/ktot (30)

where ktot = kc + kline
0 φI and defining optical depth as

dτ = −ktotdz we can re-write the radiative transfer equa-
tion in the form:

dI
dτ

= I − (S′ −K′I) = I − S. (31)

The new source function vector S = (S′−K′I) is not very
different from S′ because K′ is small. For a given depth

interval between points τi and τi+1 the formal solution of
Eq. (31) can be written as:

I(τi) = εiI(τi+1) +
∫ τi+1

τi

e−(τ−τi)S(τ)dτ (32)

where:

εi = e−δi and δi = τi+1 − τi. (33)

Equation (32) looks very similar to a formal solution of
a non-magnetic radiative transfer equation. Although S
depends on the Stokes vector, for a sufficiently dense depth
grid the source vector can be well approximated with a
linear function:

S(τ) = [(τi+1 − τ)Si + (τ − τi)Si+1]/δi (34)

and substituting this expression into Eq. (32) we can per-
form the integral analytically (see Eqs. (62)–(67) in Rees
et al. 1989). This gives us a linear relation between Stokes
vectors in points i+ 1 and i:

Xi · I(τi) = Yi · I(τi+1) + Zi (35)

where:

Xi = 1l + (αi − βi)K′i
Yi = (εi1l− βiK′i+1)
Zi = (αi − βi)S′i + βiS

′
i+1 (36)

αi = 1− εi
βi = [1− (1 + δi)εi]/δi.

The boundary condition for Eq. (32) is set deep in the at-
mosphere. The corresponding asymptotic approximation
is readily given by Eq. (22). The main advantage of the
DELO method is that it requires only one pass through
the atmosphere. Equations (36) can be generalized to the
case of multiple blended lines and column mass as a depth
parameter. Before doing it, we note that in case of a blend
the diagonal elements of K will be kc +

∑
kline

0 φline
I so the

new definition for ktot should be:

ktot = kc +
∑
lines

kline
0 φline

I . (37)

We also note that for the mass column as an independent
depth parameter δi ≈ 1

2 (ktot
i +ktot

i+1)(mi+1−mi). The rest
of the derivation of Eqs. (35) and (36) holds directly. The
integration starts from the deep layers where the initial
Stokes vector is given by Eq. (22), then for each step we
evaluate matrices X , Y and vector Z using Eqs. (36) and
compute the Stokes vector at point i from Eq. (35). Note
that instead of a matrix inversion at each step we solve
a system of linear equations which is numerically stable
because for small δi the factor (αi − βi) is of the order of
δi/2 and Xi is dominated by its main diagonal. Therefore,
no pivoting is required.

The accuracy of the DELO method primarily depends
on the accuracy of the linear approximation for S given by
Eq. (34). Higher precision for the emerging Stokes vector
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can be obtained by refining the depth grid and/or using
a higher order approximation for the source function in-
stead of Eq. (34). DELO algorithm based on quadratic
approximation for the source function was suggested by
Socas-Navarro et al. (2000). Equation (34) for the interval
(τi, τi+1) is replaced with:

S(τ) = αiSi + βiSi+1 + γiSi+2 (38)

where:

αi =
z − δi+1y

(δi + δi+1)δi

βi =
(δi+1 + δi)y − z

δiδi+1

γi = x +
z − (δi + 2δi+1)y
δi+1(δi + δi+1)

x = 1− εi
y = δi − x
z = δ2

i − 2y.

The overhead for the quadratic version of DELO is neg-
ligible compared to the linear version. We conclude that
DELO algorithm is fast, robust and sufficiently accurate
to be considered for INVERS10.

2.4. Hermitian RTS

The Hermitian RTS suggested by Ruiz Cobo et al. (1999)
is based on an excellent idea to use the 4th order Taylor
expansion in point i + 1 in the atmosphere to estimate
the value of the Stokes vector at the point i (points are
numbered 1, . . . , N starting at the surface) while the cor-
responding derivatives are computed from the moments
of the radiative transfer equation. Indeed, the 4th order
Taylor expansion for the Stokes vector is given by:

I(mi) = I(mi+1) +
4∑

n=1

δni
n!

dnI
dmn

∣∣∣∣
mi+1

(39)

where δi = mi+1 −mi. We can also take the first and the
second derivative of I in point mi using Eq. (39):

I′(mi) =
dI
dm

+ δi
d2I

dm2
+

1
2
δ2
i

d3I

dm3
+

1
6
δ3
i

d4I

dm4

∣∣∣∣
mi+1

(40)

I ′′(mi) =
d2I

dm2
+ δi

d3I

dm3
+

1
2
δ2
i

d4I

dm4

∣∣∣∣
mi+1

· (41)

Now we can eliminate the 3rd and the 4th derivatives in
Eq. (39) by adding to it Eq. (40) multiplied by δi/2 and
Eq. (41) multiplied by δ2

i /12. The resulting expression is:

I(mi) = I(mi+1) +
δ

2
[
I ′(mi+1) + I ′(mi)

]
+

δ2

12
[
I ′′(mi+1)− I ′′(mi)

]
. (42)

We obtained a 4th order implicit scheme that connects the
Stokes vector and its first and second derivatives in two

adjacent points. It should be noted that all transforma-
tions leading to Eq. (42) are precise – no finite difference
approximation has been made so far! The derivatives of
the Stokes vector are expressed from the transfer Eq. (2).
Note also that we are using column mass as depth param-
eter for consistency with other algorithms, therefore, the
sign of the right hand side is opposite to that in Ruiz Cobo
et al. 1999):

I ′(m) = KI −KS (43)
I ′′(m) = K′(I − S) +K(I ′ − S′)

= K′(I − S) +K(KI −KS − S′). (44)

Substituting Eqs. (43) and (44) into Eq. (42) we get the
recursive relation for the Hermitian scheme in form of a
system of linear equations:

UiIi = Vi+1Ii+1 −Wi,i+1 (45)

where indices refer to the depth points and:

Ui = 1l− δi
2
Ki +

δi
12

[K′i +KiKi] (46)

Vi+1 = 1l +
δi
2
Ki+1 +

δi
12
[
K′i+1 +Ki+1Ki+1

]
(47)

Wi,i+1 =
δi
2

[KiSi +Ki+1Si+1]−

− δ2
i

12
[
K′iSi +KiKiSi +KiS′i−

− K′i+1Si+1 −Ki+1Ki+1Si+1−Ki+1S
′
i+1

]
. (48)

The boundary condition is set deep in the atmosphere in
the form given by Eq. (22).

The algorithm appears to be efficient and robust but
the dependence of convergence on the quality of approxi-
mation for derivatives needs to be investigated. Ruiz Cobo
et al. suggest using a piecewise parabolic approximation
for the source vector and the absorption matrix. Our ex-
perience is that an insufficiently accurate approximation
for the derivatives, in particular in optically thick regions,
results in very slow convergence.

2.5. Comparison of the three RTS

The important properties of the RTS are the accuracy
(precision on a given grid) and convergence (precision im-
provement with grid refinement). In order to study the
properties of the RTS described in the previous sections
as function of depth and line strength we compute Stokes
profiles for two models: solar (Teff = 5770 K, log g= 4.44)
and an A-star (Teff = 9000 K, log g= 4) in the 4845 Å and
4590 Å regions. Figure 4 shows the accuracy through the
atmosphere of an A-star (disk center) for non-polarized
continuum using a grid with 10 points-per-decade of the
optical depth. (Depending on the wavelength region the
standard model atmospheres of Kurucz (1993) typically
contain 8–9 points per decade.) The reference calculation
is done with a Runge-Kutta algorithm. Both Feautrier and
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Fig. 3. Comparison of the four RTSs as a function of grid density and wavelength. Solid grey line – Feautrier, dashed grey
line – Hermitian, solid black line – quadratic DELO and the dashed black line – linear DELO. The three lower rows of plots
show the differences in percent of the corresponding Stokes profiles from the Feautrier calculations with 200 points-per-decade
normalized to the continuum level.

DELO achieved an accuracy of 0.1% with quadratic DELO
showing the best result. The problem with the Hermitian
algorithm is clearly related to the interpolation at the
large optical depths. Figure 3 compares the performance
of the algorithms as function of wavelength and grid den-
sity for the solar model. The line list has been obtained
from VALD (Kupka et al. 1999). Spectra were computed
for a small offset from the disk center (µ = 0.97) and a
10 kGauss radial field. The reference Stokes profiles have
been computed with the Feautrier algorithm on a very
dense grid (200 points-per-decade). The results confirm
the high accuracy of the Feautrier algorithm even for a
sparse grid. For dense grids DELO shows similar accu-
racy. Quadratic DELO is noticeably better than linear for
intermediate grids. For denser grids as expected the re-
sults for both versions are very similar. The Hermitian
algorithm suffers from poor convergence.

Table 1 compares the performance of all four methods
on different computer platforms. For a typical MDI prob-
lem the local Stokes profiles are computed using model at-
mospheres with 8–12 points-per-decade. Considering the
the results of the comparison we have incorporated both
the Feautrier and DELO algorithms in the INVERS10
program.

Table 1. Computing time for 70 000 wavelength points and
one spectral line with Zeeman triplet pattern.

Algorithm HP PA8000 Intel Pentium III
440 MHz 800 MHz

Feautrier 60.1 s 59.0 s
DELO (linear) 17.4 s 24.8 s
DELO (quadratic) 17.7 s 23.0 s
Hermitian 46.5 s 40.9 s

2.6. Disk integration

Following Vogt et al. (1987), we divide the stellar surface
into N approximately equal area zones. With such a di-
vision the zones at high latitudes cover a larger range in
longitude than those near the equator. Figure 5 shows an
example of zonal division into 695 surface elements that
was used for our test calculations.

Contribution of a surface zone to the disk-integrated
spectrum depends on the projected area of a zone, limb an-
gle and Doppler shift due to stellar rotation. These quan-
tities must be calculated for each surface element at each
rotational phase. Since these parameters do not change
during the inversion procedure, INVERS10 calculates them
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Fig. 4. The accuracy of the four RTSs for continuum intensity
as a function of depth. Grid density is 10 points-per-decade of
optical depth. The results are marginally different at the sur-
face. The Hermitian algorithm has difficulties at large optical
depths.

Fig. 5. Subdivision of the stellar surface adopted for disk inte-
gration. The surface is divided into 23 latitude belts, and the
total number of surface zones is 695. At this inclination of 60◦,
the visible hemisphere is covered by 378 zones.

only once, before evaluation of local Stokes vectors.
Figure 5 shows, that due to the complex projected shapes
of surface elements, the mean rotational Doppler shift and
limb angle of a zone do not generally coincide with the
values calculated for its geometrical center. In order to
achieve high accuracy of disk integration independently of
the grid density we subdivide each zone into a number of
small (1◦×1◦) surface elements. Doppler shift, limb angle
and projected area are evaluated for each such element
and then the average values of these quantities are con-
structed for the visible part of a zone. We also compute
the range of radial velocities within each surface zone.

Fig. 6. Stellar and observer coordinate systems. Explanation
of the figure is given in the text.

Formulation of the polarized radiative transfer equa-
tion also requires evaluation of the magnetic vector com-
ponents in the observer coordinate system for each surface
element at each rotational phase. Definitions of stellar and
observer coordinate systems implemented in INVERS10 are
illustrated in Fig. 6.

The stellar reference frame is selected in such a way,
that at zero inclination the observer is looking at the stel-
lar pole P with zero longitude PA aligned with the y axis
and longitudes η increasing counter-clockwise. The star
rotates in a counter-clockwise direction around the axis
CP, with phase angle ϕ counted from the yz plane to-
wards zero longitude PA. Latitudes ρ are assumed to be
positive above and negative below the stellar rotational
equator. At any surface point M the magnetic vector B is
represented by a combination of radial Br, meridional Bρ,
and azimuthal Bη components, measured along the corre-
sponding axes of the local stellar coordinate system. In the
observer reference frame xyz, the x axis is pointing to the
right, y – up, and z – towards the observer. Orientation
of the stellar rotational axis is specified by the tilt angle
of the rotation axis i (0◦ ≤ i ≤ 180◦) and the azimuth
angle Θ (0◦ ≤ Θ ≤ 360◦), which determines orientation
of the projection CP′ of the rotation axis in observer xy
plane. The angle Θ is measured with respect to some cho-
sen direction (e.g. towards North celestial pole), which is
assumed to coincide with the x axis.

Calculation of the field components in the coordinate
system xyz includes three transformations of the local
magnetic field vector

Bo = T i T η T ρB, (49)
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where T ρ describes rotation around azimuthal axis of the
local stellar coordinate system by the angle 90◦ − ρ,

T ρ =

 0 0 1
− cos ρ sin ρ 0

sin ρ cos ρ 0

 . (50)

T η transforms to the local coordinate system at sub-
observer latitude and the same longitude. This is done by
the clockwise rotation around the stellar rotational axis
by longitude angle η and phase angle ϕ,

T η =

 cos(η + ϕ) − sin(η + ϕ) 0
sin(η + ϕ) cos(η + ϕ) 0

0 0 1

 . (51)

T i transformation matrix corresponds to the rotation
around observer x axis by the inclination angle i:

T i =

 1 0 0
0 cos i sin i
0 − sin i cos i

 . (52)

Finally the magnetic field vector is transformed from a
Cartesian to a spherical coordinate system:

B =
√

(Bo
x)2 + (Bo

y)2 + (Bo
z )2,

χ = arccos(Bo
z/B), φ = arctan(Bo

y/B
o
x). (53)

On the next stage of disk integration local Stokes vec-
tors are evaluated on an adaptive wavelength grid as de-
scribed in Sect. 2.1. Local Stokes profiles are linearly in-
terpolated onto a fine equidistant grid and convolved with
the Gaussian instrumental profile using the Fast Fourier
Transform (FFT). The use of the FFT algorithm allows
the extra CPU time due to multiple convolutions to be
kept below 3–4% for our typical MDI problem.

The continuum flux is assumed to be constant over
the whole rotational period and is determined by the disk
integration in just one phase, without taking into account
the presence of magnetic field or abundance spots. This
assumption holds for early-type magnetic stars, but is not
valid for magnetic white dwarfs, which are known to have
polarized continuum radiation (Kemp 1970).

In all calculations described in our paper angle Θ was
assumed to be equal to 90◦. For the purpose of numer-
ical experiments this can be done without loss of gen-
erality, since rotation in the observer xy plane by any
angle α modifies local or disk-integrated Stokes Q and
U profiles by the following linear transformations (Landi
Degl’Innocenti 1976):

Q′ = Q cos 2α+ U sin 2α,
U ′ = −Q sin 2α+ U cos 2α, (54)

while Stokes I and V parameters remain unchanged.
Figure 7 shows a conservative estimate of disk inte-

gration errors expected with INVERS10. For surface grids
divided into 383, 695, and 1421 zones we calculated Stokes
vectors for 10 rotational phases, 3 values of rotational ve-
locity and an 8 kG dipolar field. All other parameters were

Fig. 7. Maximum disk integration errors (given in units of per-
cent of continuum flux Ic) of Stokes I, Q, U , and V profiles for
3 rotational velocities and surface grids divided into 383 (as-
terisks), 695 (triangles), and 1421 (squares) zones. Reference
Stokes profiles were calculated with spatial grid containing
3909 surface zones.

the same as in the ideal test of Sect. 3. Stokes profiles were
not convolved with the instrumental profile. The results
for each grid and v sin i were compared with the refer-
ence spectra, calculated on a dense spatial grid contain-
ing 3909 surface zones. Figure 7 confirms that in the case
of v sin i = 30 km s−1 the 695-element spatial grid used
throughout our calculations gives disk integration errors
≤0.1% for all Stokes parameters. Denser spatial grids are
necessary only for the modelling of rapid rotators (v sin i >∼
50 km s−1) observed with high S/N and high spectral res-
olution. Apparently the number of surface elements re-
quired by INVERS10 for accurate disk integration of Stokes
parameters is similar to the results obtained with far more
elaborate adaptive spatial grids used by Fensl (1995).

Recently Wade et al. (2001) compared disk-integrated
Stokes parameters calculated by INVERS10 with Stokes
vectors generated by two other independent magnetic
spectrum synthesis codes. This study showed, that once
agreement on stellar parameters, model atmosphere and
coordinate systems is reached, profiles calculated with
three codes agree to within 0.1% of continuum flux for
Stokes I and to within 0.05% for Stokes V , Q, and
U profiles.

2.7. Regularization in MDI

In reality rotational variability of spectral line profiles by
itself does not define a unique solution of the inverse prob-
lem. Noise in the observational data, gaps in phase cover-
age, and intrinsic limitations of DI inversion allow an infi-
nite number of solutions, which exhibit large fluctuations
over small distances but fit observations within the error
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limits. To find a unique solution the inverse problem must
be regularized. This means that a solution will be sought
only within the restricted set of the surface distributions
selected following some a priori criteria. Mathematically
the quantity, which DI code iteratively minimizes, is rep-
resented by the sum of the measure of misfit between
model and observations and an additional regularization
functional (see Eq. (1)). The latter is a penalty func-
tion describing how well current solution satisfies selected
criteria.

Two main forms of regularizing functional are usually
employed in Doppler Imaging. Goncharsky et al. (1982)
constrained the solution of the inverse problem formulated
as an integral equation with a Tikhonov regularization
functional. It has a general form:

ΛR = Λ1

∑
i

P 2
i + Λ2

∑
i

‖∇Pi‖2, (55)

where index i runs over all surface elements. In most
DI applications only the part of the functional contain-
ing the gradient of the surface distribution is retained
(Λ1 = 0). This regularization method is also implemented
in INVERS10.

In their inversion code Vogt et al. (1987) adapted
an alternative regularization based on Maximum Entropy
Method (MEM) developed by Skilling & Bryan (1984).
The method maximizes configuration entropy:

S = −
∑
i

Pi log(Pi) (56)

which is defined for a positive dimensionless quantity P .
Constraints imposed on the solutions by the Tikhonov

regularization method and MEM are, in fact, different.
According to Piskunov et al. (1990) “Maximizing the in-
formation entropy means that minimum correlation be-
tween different points at the stellar surface should be
expected, while the use of Tikhonov regularization func-
tional leads to the smoothest possible solution”. However,
despite earlier claims by Vogt et al. (1987) that only MEM
produces unbiased maps and better recovers latitude in-
formation, Rice et al. (1989) and Piskunov et al. (1990)
found that given high S/N spectroscopic data with ad-
equate phase coverage both regularization methods yield
very similar surface distributions. In this case other limita-
tions of DI, such as unrecognized blends or lack of informa-
tion about subequatorial latitudes, play a far more promi-
nent role than the choice of regularization functional.

In this study we again address the problem of regu-
larization in the context of the recovery of stellar vector
magnetic fields. The questions that ought to be answered
include i) which regularization method is preferable for
the recovery of vector components of the magnetic field,
ii) which regularization scheme is appropriate for the
global magnetic geometries of early-type magnetic stars
and magnetic white dwarfs, and iii) does any regulariza-
tion method allow successful MDI with restricted spec-
tropolarimetric datasets (only Stokes I and V spectra).

One special form of regularization actively used to
study magnetic fields in hot stars is parametrization. In
this case the field distribution is represented by a known
function or a superposition of functions (e.g. low-order
spherical harmonics) and the minimization is reduced to
a search for an optimal set of parameters.

For the first time such approach was successfully
applied to the MDI based on spectropolarimetric data
by Piskunov et al. (1985) and further developed by
Landstreet (1988). Recently Vasilchenko et al. (1996) com-
bined it with the conventional Doppler reconstruction of
abundance maps.

However, such parameter optimization is necessarily
biased towards a far narrower class of solutions than the
regularized MDI problem, and thus generally fails to re-
veal the structure of the magnetic field permeating stel-
lar atmospheres. Even if the best-fit multipolar field is
found for a particular object, possible deviations from this
model cannot be readily quantified in terms of local pho-
tospheric magnetic parameters, nor can the model itself
easily be proven to be unique. Besides, a consensus about
the form of multipolar parametrization is yet to be reached
(superposition of aligned dipole, linear quadrupole, and
octupole used by Landstreet & Mathys (2000); arbitrary
shifted dipole of Khokhlova et al. (1997); and a combina-
tion of dipole and non-axisymmetric quadrupole from the
study by Bagnulo et al. (2000) do not exhaust all forms of
multipolar expansion suggested in recent publications on
early-type magnetic stars.)

Recent Zeeman-Doppler Imaging results presented by
Donati et al. (Donati 1999; Donati et al. 1999) confirmed
the long-held belief that late-type active stars possess
complex magnetic fields without any stable global struc-
tures. The nature of such fields allows relatively straight-
forward extension of the conventional regularization meth-
ods to the imaging of vector magnetic fields. Indeed, the
Tikhonov regularization functional is defined for posi-
tive as well as negative values of the surface distribu-
tion P . However, the entropy expression (56) holds only
for strictly positive, non-zero quantities. Therefore for the
purpose of the recovery of vector field, which can take
both negative, positive, or zero values, entropy definition
must be reformulated. Brown et al. (1991) used an entropy
functional

S = −
∑
i

(|Pi|+ α)
[
log
|Pi|+ α

|mi|+ α
− 1
]
, (57)

wheremi is the default value assigned to the surface pixel i
and α is small positive number, which ensures that entropy
is defined for zero field values.

Hussain et al. (2000) discuss two other forms of entropy
functionals implemented in their independent magnetic DI
codes. Firstly,

S = −
∑
i

[
fi log

fi
mi

+ (1− fi) log
1− fi
1−mi

]
, (58)
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Fig. 8. Comparison of Tikhonov, maximum entropy, and multipolar regularization functionals (given in arbitrary units) for
ideal MDI reconstruction of a dipolar field. The solid curve shows functionals computed for a radial field map, while dotted,
dashed, and dash-dotted curves correspond to the meridional component, azimuthal component, and field modulus, respectively.

where fi is a spot filling factor

fi =
Pi + Pmax

2Pmax
, (59)

with Pmax being equipartition value adopted for the star
(Hussain et al. used Pmax = 5 kG). Alternatively one can
use definition

S =
∑
i

[
φi −mi − Pi log φi + Pi

2mi

]
,

φi =
√
Pi + 4m2

i .
(60)

Hussain et al. report that application of two different
forms of MEM regularization to the recovery of surface
magnetic maps of the young active star AB Dor resulted
in slightly different contrasts of the magnetic distribu-
tion. In particular the code with entropy defined follow-
ing expression (60) tends to produce images with stronger
features covering smaller area, while application of for-
mula (58) produces images with weaker features spread
out over larger areas.

Comparison of entropy functional (57), suggested by
Brown et al. (1991), with definitions (58) or (60) shows
that in principle one can expect to find even larger discrep-
ancies in the maps regularized by these functions. This
conclusion comes from the fact that in expression (57)
positive and negative field values of the same magnitude
are indistinguishable, while functionals (58) and (60) are
non-symmetric in respect to the field sign. Thus a cer-
tain influence of the form of adopted entropy functional
on the final magnetic maps should not be forgotten when
discussing results of MDI with MEM-based codes. Apart
from this uncertainty, maximum entropy regularization as
well as the Tikhonov method seems to be perfectly accept-
able for the imaging of non-global stellar magnetic fields.
Numerical experiments conducted by Brown et al. (1991)
and Donati & Brown (1997) (who used a MEM DI code)
and our results based on the Tikhonov regularization

method (will be presented in a forthcoming paper) con-
firm the ability of both MDI codes to recover positions
and sizes of the magnetic spots. Orientation of the field is
recovered with good precision when all four Stokes param-
eters are used in the inversion, but strong cross-talk be-
tween radial and meridional field components is observed
in the case of imaging with circular polarization data only.

Surprisingly enough, recovery of the strong globally-
organized fields in chemically peculiar stars and magnetic
white dwarfs appeared to be substantially more problem-
atic than imaging weak magnetic spots on late-type active
stars. Brown et al. (1991) and later Donati et al. (1994)
failed to recover magnetic dipoles with polar strengths
typical for a magnetic Ap star and a white dwarf, respec-
tively. Both studies used maximum entropy regularization
and extracted magnetic maps from the variability of syn-
thetic Stokes I and V parameters. Recently Donati (2001)
reported the failure of a similar MDI code to recover the
structure of the magnetic dipole even from rotational mod-
ulation of all four Stokes parameters. However, in our
study we found that the MDI code INVERS10 is capable of
accurate reconstruction of the dipole and quadrupole fields
using four Stokes parameters and the Tikhonov regular-
ization technique. At the same time attempts to apply the
same scheme to IV Doppler reconstruction of the global
fields were not successful.

In order to clarify the difference between the two reg-
ularization schemes (MEM and Tikhonov) and to under-
stand their failure in the case of IV imaging we moni-
tored variations of the regularization functionals during
ideal magnetic inversion (Sect. 3). Observational material
used in this test consisted of 20 phases of Stokes vectors
with very high S/N , distributed uniformly over the rota-
tional period. Due to low noise and dense phase coverage
of the synthetic spectropolarimetric data we expect the
reconstruction to be governed mostly by the information
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contained in line profiles, while regularization will play a
relatively minor role.

At every iteration values of different regularization
functionals were determined for magnetic distributions
and compared with each other. For the MEM functional
the negative (since our code minimizes the total discrep-
ancy function) of Hussain et al. (2000) definition (58) was
adopted. Results of the comparison are shown in Fig. 8.
We found that in the case of Tikhonov regularization
functionals of all three vector components and modulus
of the magnetic field decrease rapidly in the first 15–
20 iterations and then continue to decrease albeit not as
steeply. The situation with the maximum entropy func-
tionals is markedly different. Only the functional of the
meridional component shows a tendency to decrease as it
should, for other components and for the field modulus
the maximum entropy requirement is not improving in
the course of inversion: configuration entropy of the corre-
sponding magnetic maps either decreases (field modulus
and radial component) or stays approximately constant
(azimuthal component). Such behaviour is to be expected,
since MEM tries to minimize informational content of the
surface maps by prohibiting large-scale deviations from
the average value of a parameter of interest. The struc-
ture of the global stellar magnetic fields is just the oppo-
site of what MEM-based code seeks to find. The global
magnetic map consists of smooth large-scale deviations
from the average rather than isolated spots on the homo-
geneous background. In other words, a low-order multi-
polar field does not have minimal informational content
among all solutions permitted by the observational data.
Thus, the maximum entropy method is not the best choice
for imaging global magnetic fields. The Tikhonov regular-
ization scheme is more appropriate for such DI problems.
However, this form of penalty function also has its own
limitations. It works well only when the role of regular-
ization is small, like in the imaging with complete Stokes
vector data. Still, the basic assumption of the Tikhonov
method – the selection of the smoothest surface map – is
not valid for multipolar fields. This is illustrated in Fig. 9,
where we display meridional gradients computed for the
vector components of a magnetic dipole and quadrupole.
Even for the simplest dipolar field intrinsic variations of
the gradient are relatively high. According to Fig. 9 these
variations quickly increase in amplitude with the depar-
tures from dipolar magnetic geometry. Therefore, min-
imization of the gradient will not lead to the correct
solution as confirmed by our tests of IV magnetic imaging.

Nevertheless, interpretation of high-resolution spec-
tropolarimetric observations in Stokes I and V parame-
ters can be achieved by means of magnetic DI. This can be
done by introducing a new regularization method that we
call multipolar regularization. In contrast with the MEM
and Tikhonov methods, which adopt very general informa-
tional and smoothness criteria, our regularization scheme
uses specific empirical knowledge that a superposition of
low-order multipoles most easily accounts for the main
properties of the observational data in the presence of

Fig. 9. Colatitude dependence of the meridional gradient com-
puted for radial (solid curve) and meridional (dashed curve)
components of an 8 kG dipole (filled circles) and an 8 kG
quadrupole (open circles) fields.

global fields. Therefore, it is reasonable to suggest that
one should search for a surface distribution, which is close
to some multipolar field. To select such a magnetic map
among all possible images we add a new regularizing func-
tional to the total discrepancy function (1)

Ψ = χ2(Z,B) + Λ1R1(Z) + Λ2R2(B) + Λ3R3(B), (61)

where Z and B are surface abundance and magnetic dis-
tributions respectively, R1 is conventional (Tikhonov) reg-
ularization functional necessary for proper recovery of the
abundance map, R2 is a Tikhonov functional for the mag-
netic field, R3 is the multipolar regularization function,
and Λ’s are corresponding regularization parameters. (We
found it practical not to abandon Tikhonov regulariza-
tion completely. It helps to smooth the field distribution
on the first iterations when Λ2R2(B) ≈ Λ3R3(B); after
that the multipolar term dominates and the contribution
of Λ2R2(B) is negligible.) During every iteration we eval-
uate the functional R3 as

R3 =
∑
i

(Bi −Bmodel
i )2, (62)

where B is the current magnetic field, Bmodel is the best-
fit model configuration derived for the current magnetic
distribution, and summation is carried out over all surface
zones.

With our modification of the regularization procedure
MDI code has a tendency towards selecting a magnetic
distribution close to the specified functional form, rather
than just searching for the smoothest surface distribution.
This new regularization does not depend on the method of
the search and parametrization of the optimal model field
and therefore the regularization procedure can be easily
modified to use any prior knowledge about the type of
magnetic field geometry expected for a particular class of
objects. For INVERS10 we adopted a low-order multipole
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expansion, which is known to give good results for mag-
netic chemically peculiar stars and white dwarfs. A mul-
tipolar model is determined by minimizing the functional
similar to (62)

R =
∑
i

ωi(Bi −Bmodel
i )2. (63)

In all stellar DI applications sub-equatorial part of the re-
constructed map is the least reliable, therefore we use ad-
ditional weights ω to restrict the influence of these regions
on the derived model field. In the current implementation
of multipolar regularization in INVERS10 only latitude de-
pendence is included in weight function:

ω =
{

sin(ρ+ i) , for ρ ≥ −i
0 , for ρ < −i , (64)

where ρ is latitude on the stellar surface and i – inclination
angle of the stellar rotational axis. This form of weight
function closely follows latitude variation of the average
discrepancy between the true and reconstructed magnetic
maps. In practical applications information about relative
S/N of observational data and its phase distribution may
also be taken into account in ω.

The method of solving the weighted least-squares prob-
lem (63) is detailed in Appendix A. It is based on the
solution of the system of linear equations, which yields a
unique set of coefficients of the multipolar expansion into
real spherical harmonics. This parametrization of global
magnetic fields is in fact equivalent to the model pro-
posed by Bagnulo et al. (1996) (combination of dipole
and general non-linear quadrupole, octupole, etc.). In this
scheme multipolar components are not aligned, and there-
fore non-axisymmetric field distributions are possible. The
current implementation of the multipolar regularization in
INVERS10 includes harmonics up to second order.

Multipolar regularization gives several important ad-
vantages over direct minimization of the multipolar field
parameters. First it is possible to control the stability of
the MDI problem in the case of insufficient data (e.g.
when linear polarization data is of low quality or ab-
sent). Second, although with this regularization the code
tends to select multipolar fields, the solution will not be
restricted to such a model if it is inconsistent with the
observations. Third, the new regularization conveniently
provides an estimate of the multipolar field geometry at
every iteration and allows better results for the reconstruc-
tion of magnetic field in the low-latitude surface regions
to be achieved.

Multipolar regularization is also very useful for the in-
terpretation of MDI maps obtained with INVERS10 and
for the comparison with the results obtained by other
methods.

Figure 8 confirms that the multipolar functional com-
puted for all vector components and modulus of the
dipolar field steadily decreases through the whole inver-
sion procedure. Note, that multipolar regularization was
switched off during solving this problem and was not in
any way influencing the search for a solution.

2.8. Minimization

We started by using the conjugate gradient method (e.g.
Bevington & Robinson 1992) as the minimization algo-
rithm. The main advantage of the method is the ability
to handle a large number of variables with modest mem-
ory requirements. The disadvantage is that the method
minimizes the scalar function and therefore with a large
number of observables the changes of the minimized func-
tion close to minimum are strongly influenced by rounding
errors. In addition, although gradient search is ideal for ap-
proaching the minimum from far away, it converges slowly
near the minimum. With the conjugate gradient method
INVERS10 needs 75–150 iterations to achieve convergence
for a typical MDI problem.

The more advanced Marquardt-Levenberg (ML) min-
imization algorithm (Bevington & Robinson 1992) com-
bines the best features of the gradient search with the
method of linearizing the fitting function, which ensures
rapid convergence close to the minimum. In the ML
method one usually finds corrections for unknown param-
eters x by solving the system of linear equations

α′δx = β (65)

for each iteration. Vector β is proportional to the first
derivatives of the total discrepancy Ψ:

βk ≡ −
1
2
∂Ψ
∂xk

= −1
2
∂χ2

∂xk
− Λ

2
∂R

∂xk
, (66)

while α′ is the curvature matrix with a modified main
diagonal

α′ik = αik(1 + τδik), (67)

αik ≡
1
2

∂2Ψ
∂xi∂xk

=
1
2
∂2χ2

∂xi∂xk
+

Λ
2

∂2R

∂xi∂xk
· (68)

Near the minimum, where computed Stokes spectra Icom
φλ

are sufficiently close to the observations Iobs
φλ , second

derivatives of the χ2 can be approximated with

1
2
∂2χ2

∂xi∂xk
=

1
2

∂2

∂xi∂xk

∑
φλ

1
σ2
φλ

[
Iobs
φλ − Icom

φλ

]2
=
∑
φλ

1
σ2
φλ

[
∂Icom

φλ

∂xi

∂Icom
φλ

∂xk
− (Iobs

φλ − Icom
φλ )

∂2Icom
φλ

∂xi∂xk

]

'
∑
φλ

1
σ2
φλ

∂Icom
φλ

∂xi

∂Icom
φλ

∂xk
, (69)

while second and first derivatives of the regularization
functions R are evaluated using explicit analytical expres-
sions.

The scalar parameter τ controls interpolation of the
ML algorithm between the gradient search and second-
order expansion of the fitting function. In the modified ML
method that we have implemented in the latest version of
INVERS10 the adjustment of τ is made several times within
each iteration by finding the value of τ which minimizes
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the total discrepancy Ψ for a given curvature matrix α
and right-hand side vector β. When the optimal τ is found
and Ψ can no longer be decreased, the minimization algo-
rithm recomputes the curvature matrix and β and repeats
adjustment of the τ parameter. We found this minimiza-
tion method to be much more efficient and stable, ensuring
convergence in typically 10–15 iterations. However, calcu-
lation of the curvature matrix with expression (69) re-
quires operating with very large matrices which can easily
exceed available memory resources even for modest MDI
problems.

2.9. Parallel execution

INVERS10 is designed for parallel execution. We used the
Message Passing Interface (MPI) for organizing the inter-
action between processes. The initial concept is based on
the fact that during each iteration spectral synthesis for
each rotational phase or surface element can be performed
independently. The original single-program-multiple-data
implementation of INVERS10 begins with reading in the
observational data and the starting model and initializa-
tion of arrays that can be pre-computed. These data are
distributed between all processes. After that, each pro-
cess takes approximately an equal number of phases and
computes spectral synthesis and derivatives of the local
line profiles for the current distribution of the magnetic
field and abundance. It is useful to have the number of
processes equal to the number of rotational phases that
needs to be synthesized. The main process collects com-
puted spectra, corrects the maps and distributes them to
all processes for the next iteration.

Although the code based on this concept performs sat-
isfactory and scales almost linearly with the number of
CPUs, it has two important limitations:

– no performance improvement is possible after the num-
ber of CPUs has reached the number of observed
phases;

– load balance is difficult to achieve. Each iteration takes
as long as the slowest process which does approxi-
mately as much work (phases) as the other faster pro-
cesses.

An alternative MPI-based algorithm for parallel execution
has been implemented in the latest version of INVERS10.
(In this improved version of the MDI code we have also im-
plemented the modified Marquardt-Levenberg minimiza-
tion algorithm described in the previous section). This new
parallel scheme consists of the following steps:

1◦ Main process reads input data and initializes subordi-
nate processes (radiative transfer solvers).

2◦ Main process starts minimization of the total discrep-
ancy function Ψ.

3◦ Local Stokes I, Q, U and V spectra and their deriva-
tives are computed by multiple radiative transfer
solvers.

4◦ Main process performs disk integration and continues
minimization.

5◦ When the minimum is achieved, the main process sig-
nals to subordinate processes to exit.

During step 3◦, when disk integration is done, the main
process:

i Takes the next surface element and sends its parame-
ters for all rotational phases to the first available ra-
diative transfer solver. This step is repeated, without
waiting, until there is no free solver available.

ii Waits for any solver to complete the calculations.
iii When this happens, the main process retrieves local

Stokes profiles and their derivatives and updates re-
spective disk integrals.

iv If there are unprocessed surface elements left, passes
the next one to this radiative transfer solver and goes
back to ii.

Meanwhile each subordinate process (radiative transfer
solver):

i Receives a surface element (local abundances, mag-
netic field vector and orientations relative to the line-
of-sight) from the main process.

ii Constructs the total opacity matrix K and solves the
radiative transfer equation for four Stokes parameters
and numerically evaluates derivatives with respect to
local parameters. Calculations are repeated for all ro-
tational phases and are carried out on an adaptive
wavelength grid which ensures accurate linear inter-
polation between different wavelengths samples. Next,
polarization spectra are interpolated onto a fine equis-
paced wavelength grid and convolved with the instru-
mental profile using a FFT (see Sect. 2.6).

iii Signals the completion to the main process.
iv Returns the results and waits for the next surface ele-

ment.

Since the time spent on computing Stokes parameters for
each surface element in each rotational phase dominates
the magnetic DI procedure the advantages of such an im-
plementation are obvious:

– The data traffic is negligible compared to the comput-
ing load, therefore the total time for a single itera-
tion is reduced proportionally to the number of avail-
able processors assigned to solve the radiative transfer.
This will scale linearly until the number of processors
matches the number of surface elements (700–2000).

– The CPU load is automatically balanced: a faster ra-
diative transfer solver process does calculations for
more surface elements.

– Further speed increase can be achieved by taking ad-
vantage of the fact that some computationally expen-
sive functions (e.g. Voigt and Faraday-Voigt) do not
depend on the rotational phase (Zeeman splitting is
proportional to the field strength and is not influenced
by field orientation) so they have to be evaluated only
at one phase for each surface element.
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Fig. 10. Synthetic Stokes I,Q, U and V profiles of Fe ii 6147.74 and 6149.26 Å spectral lines for the dipolar magnetic distribution
(Fig. 11) adopted in the ideal MDI reconstruction test. Simulated observational data is shown by symbols, while solid lines
represent the final fit of MDI code. Profiles of consecutive phases are shifted in vertical direction. Note the different scale used
for Stokes I profiles, circular and linear polarization. The bar at the lower right of each Stokes parameter plot corresponds to 1%
of the continuum level of Stokes I.

– Local memory per process has (modest) dimensions of
the observed data set.

– Implementation of the radiative transfer solvers as a
separate program allows switching between different
numerical algorithms without modification of the main
component of INVERS10.

3. Ideal MDI reconstruction

Numerical experiments in which an MDI code is ap-
plied to recover the surface distribution from simulated
observational datasets is the most direct and reliable
method to test the performance of a Doppler Imaging
code. Due to the enhanced complexity of the magnetic

DI reconstruction in comparison with abundance or tem-
perature mapping, any MDI code should undergo exten-
sive and rigorous tests in order for its intrinsic limitations
and sensitivity to observational data to be assessed prop-
erly. We plan to describe these extensive numerical ex-
periments with INVERS10 in the forthcoming paper, while
here we limit ourselves to the discussion of MDI recon-
struction from a noiseless four Stokes parameters dataset
with a good coverage of a stellar rotational period. Such
an ideal MDI reconstruction will serve as a benchmark for
studying what in principle can be achieved with the ap-
plication of magnetic DI method to the analysis of global
magnetic fields of CP stars and magnetic white dwarfs.
Despite the fact that far more complex magnetic fields of
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Fig. 11. Comparison between the true dipolar magnetic distribution a) and the vector magnetic map b) recovered in an
ideal magnetic DI reconstruction test. Black arrows show field vectors pointing outside the stellar surface, while grey arrows
correspond to the vectors pointing inwards. Arrow length is proportional to the field strength. Underlying grey shades of images
a) and b) visualize the distribution of the magnetic field modulus. Panel c) shows rectangular projections of the difference
between radial, meridional and azimuthal vector components of the true and reconstructed magnetic images. The dotted line
corresponds to the lowest visible latitude for the adopted inclination angle i = 60◦.

late-type stars are now routinely reconstructed using only
Stokes I and V profiles (e.g. Hussain et al. 2000), the very
possibility of non-parameterized MDI of global magnetic
fields of CP stars, even using four Stokes profiles datasets,
has been questioned by some authors (e.g. Donati 2001).
Therefore, it is important to check if one can recover a
global magnetic distribution without any a priori assump-
tions about the magnetic field geometry. In addition, the
MDI reconstruction described in this section is used for
the analysis of the behaviour of the regularization func-
tionals (see Sect. 2.7) as well as for the study of variance
properties of a reconstructed image (see Sect. 4).

We calculated artificial four Stokes parameter obser-
vations using a solar metallicity ATLAS9 (Kurucz 1993)
model atmosphere with Teff = 9000 K and log g= 4.0. The
model star was assumed to rotate with v sin i= 30 km s−1

and inclined by i = 60◦ with respect to the line-of-sight.
For the magnetic geometry we used a dipolar field with
Bd = 8 kG and magnetic axis inclined by 90◦ with re-
spect to the rotational axis, so that the dipole lies in the
stellar equatorial plane and its positive pole crosses the
plane containing the line-of-sight and stellar rotational
axis at phase zero. The synthetic Stokes parameters were

computed for 20 equidistant rotational phases and broad-
ened with a Gaussian instrumental profile corresponding
to a resolution of λ/∆λ = 100 000. Stokes profiles were
synthesized for two Fe ii lines at 6147.74 and 6149.29 Å
assuming an iron abundance ε(Fe)≡ log(NFe/Ntot) =
−3.65. Lines in this iron doublet are known to have very
different Zeeman splitting patterns and hence their simul-
taneous analysis can benefit from extracting information
about the magnetic field distribution not only from cir-
cular and linear polarization profiles, but from Stokes I
spectra as well. The initial guess consisted of an homoge-
neous iron distribution with ε(Fe) = −4.0 and zero mag-
netic field everywhere on the stellar surface. The magnetic
field vector map and abundance images were adjusted si-
multaneously using Tikhonov regularization but without
applying the multipolar regularization scheme introduced
in Sect. 2.7.

The final fit to the simulated observational dataset is
illustrated in Fig. 10. Figures 11a and b compare recon-
structed magnetic distributions with the true magnetic
image, while panel c in Fig. 11 shows rectangular maps of
the difference between true and reconstructed magnetic
field vector components. Results of the ideal magnetic
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Doppler reconstruction confirm that there are no principle
obstacles for recovering a global magnetic field once high
quality observations in four Stokes parameters are used
for MDI recovery. Over the significant part of the visible
stellar surface INVERS10 converged on a magnetic distri-
bution that was different from the true dipolar map by
only 100–200 G. The iron abundance was also recovered
very well, with the final abundance map deviating from
the true ε(Fe) by no more than 0.05 dex and without any
signs of crosstalk between magnetic and abundance im-
ages. The quality of the reconstruction decreases slightly
towards the stellar rotational pole and lower latitude belts,
while the discrepancy between true and recovered mag-
netic maps reaches a few kG for unseen latitudes (those
below −60◦). This behaviour is consistent with what one
expects from any other stellar Doppler Imaging applica-
tion based on the analysis of rotational line profile vari-
ability. Thus, the main conclusion of this section is that
magnetic Doppler Imaging of global fields of CP stars (and
white dwarfs) does not need to be carried out using such
a priori assumptions about global field geometry as, for
example, parametrization with low-order multipolar ex-
pansion. As soon as a high-quality observational dataset
of circular and linear polarization inside line profiles is
obtained, reliable imaging of global stellar magnetic fields
can be performed regardless of the geometrical character-
istics and level of global organization of the fields on sur-
faces of particular classes of magnetic stars. This opens
the possibility to apply the same MDI code for consistent
mapping of magnetic field geometries across the whole HR
diagram.

4. Error analysis

In all DI studies assessment of the image variance should
in principle complement numerical or visual comparison
of true images and distributions, recovered in test ex-
periments. Nevertheless, formal error analysis of recon-
structed surface maps has received relatively little atten-
tion in DI simulations and practical applications. Recently
Berdyugina (1998) introduced the Occamian approach for
regularization of the ill-posed problem of imaging temper-
ature surface distributions from time series of unpolarized
line profiles. As the by-product, lower limits of errors in
recovered temperature maps were estimated. Berdyugina
claimed that possibility of such error estimates is an ad-
vantage of the Occamian method, and errors cannot be
computed with other regularization schemes. This asser-
tion is not correct, since formal error analysis can be car-
ried out in every minimization problem, regardless of the
exact form of regularization functional. In particular, vari-
ance estimates for each pixel of the recovered image can
be conveniently obtained from the main diagonal of the
inverse of the curvature matrix:

σ2
kk = (α−1)kk, (70)

where the matrix α is defined by (68). Since Ψ represents
the total discrepancy of the regularized inverse problem,
the matrix α is well-conditioned and its inverse exists.

Fig. 12. Latitude dependence of the formal variance, computed
for abundance and three components of the vector magnetic
field. Solid lines show latitude variation of σ, vertical dashes
correspond to ±one standard deviation of the variance scatter
within each latitude belt. Filled circles show the latitude trend
of the mean absolute deviation between recovered and true
distributions.

Thus, once first derivatives of the synthetic Stokes profiles
Icomp
φλ and second derivatives of the regularization func-

tional R are evaluated, formal error estimates σ can be
computed with the expressions (70).

In Fig. 12 we compare σ, computed from the curva-
ture matrix, with absolute deviations, estimated by direct
comparison of recovered maps and true test distributions.
These calculations were performed for the converged ideal
test model (Sect. 3) with an homogeneous Fe distribution.
Since the σ and absolute deviation images possess mostly
latitude dependence, we averaged them in the longitudinal
direction and estimated the scatter within latitude belts
by computing standard deviations for each latitude.

Formal and direct error estimates agree relatively well,
in the sense that absolute deviations lie within a 3σ en-
velope, set by the formal variance. Note that divergence
of the curves for the lowest visible latitudes, where for-
mal errors increase faster than the difference between true
and recovered images, is not inconsistent. Abundance and
field vectors recovered for the low-latitude surface regions
strongly depend on the adopted initial surface distribu-
tions, and therefore absolute discrepancy between low-
latitude parts of the true and recovered maps will also be
determined by the initial guess. Variance curves, on the
other hand, reflect the true range of the solutions, which
fit the data within the error limits and for a given reg-
ularization parameter Λ. Variance distributions shown in
Fig. 12 are roughly consistent with the major sin(ρ+i) de-
pendence (with the exception of the equatorial bump in σ
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distributions, which is associated with magnetic poles).
This gives a posteriori justification of the weight function
adopted for the multipolar regularization (Sect. 2.7).

Error distributions published by Berdyugina (1998)
are also dominated by pole-to-equator variations, but, un-
like latitude dependencies of Fig. 12, their minima are
located on the visible rotational pole, regardless of the
stellar inclination i. However, from pure symmetry con-
siderations one would expect to find the minimum of the
latitude error distribution close to the subobserver lati-
tude, which depends on the adopted inclination angle and
smoothly changes from the stellar rotational equator (for
i = 90◦ both poles are visible and latitude variance distri-
bution must be symmetrical with respect to equator) to
the visible rotational pole (for i = 0◦). This inconsistency
suggests that lower limits of the errors, computed with an
Occamian approach, do not fully resolve latitude trends
of the image variance and are not very useful in DI.

5. Conclusions

We have presented a new code capable of reconstructing
the vector distribution of the magnetic field on the surface
of an Ap star together with the abundance of one chemical
element. The aim of constructing such a code is more gen-
eral, namely, to build a tool which (with small modifica-
tions) can be applied to study the actual field geometry in
stars at different evolutionary stages and masses. The ini-
tial application is aimed at magnetic Ap stars because the
observational data is available and the polarization signal
is strong, but eventually systematic polarization measure-
ments will be obtained for classical T Tauri stars, active
close binaries, active solar-type stars etc. allowing us to de-
velop realistic models (accretion, mass exchange, dynamo)
for these systems based on derived field geometries.

Embarking on this project we realized that we have
to study a number of related areas to be sure that the
building blocks are reliable and ensure the performance of
the whole method. The results of such studies have been
presented here so that our work can be understood by
other groups and the results can be reproduced.

In particular, we have compared the performance of
different magnetic RT solvers and found that Feautrier
and quadratic DELO are sufficiently fast and show the
best results in terms of accuracy and convergence. The
disk integration scheme combines fixed geometry and high
accuracy even on a rather sparse grid. An ideal MDI prob-
lem appears to have a unique solution (we will return
to this issue in the second paper in this series) there-
fore conventional regularization methods (Tikhonov and
MEM) are useful to stabilize the inversion for the discrete
wavelength and phase datasets. We also show that the
Tikhonov form of the regularization function is more com-
patible with the global field geometries (low-order multi-
poles), while MEM can be more suitable for the solar-
type fields. In the case of partial polarization data (e.g.
Stokes I and V only) the problem does not have a unique
solution. Special multipolar regularization was developed

for Ap stars which restricts the class of possible solutions
in these situations but allows deviations from a simple
combination of low-order spherical harmonics.

We have switched to the more efficient Marquardt-
Levenberg minimization algorithm in order to reduce the
computation time and avoid problems caused by rounding
errors. We also describe the parallel implementation of our
code based on the MPI concept which allows us to achieve
nearly linear scaling of performance with the number of
CPUs.

We have also developed an error analysis procedure
which is capable of giving an error bar for each surface
element of the recovered maps. The comparison of the
formal error estimates with the actual differences between
the reconstruction and the exact solution for the test cases
confirms the usefulness of this procedure.

In the coming papers we will present the results of
numerical experiments, study the effects of systematic
errors in stellar parameters and different regularization
strategies.

Appendix A: Least-squares harmonic
decomposition of the vector field

Here we address a general problem of finding the optimum
(in the least-squares sense) model field Bmodel which cor-
responds to the arbitrary field B. Both vector fields are
defined at N points on the stellar surface and the weight
function ω describes relative accuracy with which B is
known in each surface element. The stellar surface is as-
sumed to have the form of a sphere with radius R?.

After selecting an appropriate parametrization of the
model field Bmodel the problem can be solved by minimiz-
ing the functional

R =
N∑
i=1

ωi

3∑
j=1

(
Bij −Bmodel

ij

)2
, (A.1)

where the index j corresponds to three components of the
vector field and the index i runs over all surface elements.

In our study we represent the model field as a super-
position of real spherical harmonics Slm(θ, φ) up to the
Mth order:

Bmodel = −∇
[
M∑
l=1

l∑
m=−l

qlm
Slm(θ, φ)
rl+1

]
r=R?

· (A.2)

Real spherical harmonics are defined as (e.g. Varshalovich
et al. 1988)

Slm(θ, φ) ≡
{
ClmP

m
l (cos θ) cos(mφ), for m ≥ 0

ClmP
|m|
l (cos θ) sin(|m|φ), for m < 0

(A.3)

where normalization coefficients Clm are

Clm ≡


√

2l+ 1
4π , for m = 0√

2l+ 1
2π

(l − |m|)!
(l + |m|)! , for m 6= 0

(A.4)

and Pml (cos θ) is the associated Legendre polynomial.
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Real spherical harmonics Slm(θ, φ) form a complete set
of orthogonal functions of spherical coordinates θ and φ
and satisfy normalization relations
2π∫
0

dφ

π∫
0

dθ sin θ Sl′m′(θ, φ)Slm(θ, φ) ∝ δll′δmm′ . (A.5)

With expansion (A.2) the functional (A.1) takes the
form

R =
N∑
i=1

ωi

3∑
j=1

(
Bij −

M∑
l=1

l∑
m=l

qlmBlm
ij

)2

, (A.6)

where the gradients of individual multipolar components
are

B
lm
ij = −∇j

[
Slm(θi, φi)

rl+1

]
r=R?

· (A.7)

The expansion coefficients qlm can now be found from the
system of 2M(M + 1) linear equations

∂R

∂qlm
= 0. (A.8)

After rearrangement, the explicit form of the right-hand
side of (A.8) is

Al
′m′

lm =
N∑
i=1

ωi

3∑
j=1

Blm
ij Bl′m′

ij (A.9)

and for the left-hand side we obtain

Clm =
N∑
i=1

ωi

3∑
j=1

BijB
lm
ij . (A.10)

Thus linear system (A.8) is reduced to the conventional
form

Aq = C (A.11)

and the expansion coefficients qlm are determined by in-
verting the matrix A,

q = A−1C. (A.12)

In the special case when the weight function ω is con-
stant over the whole stellar surface, normalization con-
ditions which follow from (A.5) diagonalize matrix (A.9)
and (A.12) reduces to

qlm =
Clm

Almlm
· (A.13)

Expansion (A.2) can be carried out in an arbitrary spher-
ical coordinate system (r, θ, φ) and allows quick, accu-
rate and unique evaluation of the coefficients qlm for a
given field distribution. If desired these coefficients can
be translated into the equivalent set of polar strengths
and orientations of the dipole, quadrupole and other mul-
tipolar field components. The expressions explaining a
relation between the two parametrizations are given in
Bagnulo et al. (1996).
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